Gaudium Diligence Communication for MonitorChain
This document is an extracted version of the diligence related questions and responses from Gaudium’s communications with the Zenchain team on MonitorChain:

Hello Alvaro,

As promised, here are the follow up items from our call yesterday. 

Access to the web dApp for MonitorChain to view alerts in the UI:
https://secure.monitorchain.com/
We have granted access to the ETH address Account: 0x26918ea5f4d44abdeab41216453675590f87094b
This can be restored to any metamask plugin using its seed phrase below:
replace kiwi empower gold smoke put nuclear share toilet hybrid comic ensure

There are a few items in there that are visual bugs, namely past status updates that while they have been cleared (from testing, old false positives etc) still show in the UI, though when accessing via the NodeJS libraries show correctly. These will be corrected next release. There was one relevant new issue detected today: https://secure.monitorchain.com/token/0x910Dfc18D6EA3D6a7124A6F8B5458F281060fa4c This ICO minted 17m new tokens, which their token did support, though it was still them attempting to pull a trick on their users. The whitepaper specified a minimum selling price and time window for sale of those tokens (the time window expired last week, and the minimum selling price is 6x the current market price). They haven’t technically done anything wrong *yet*, though their story continually changed when I confronted them with the information that their own whitepaper terms state they can no longer sell those tokens and are required to airdrop them instead.

The NodeJS libraries for integration of MonitorChain are published at https://github.com/ZenchainSoftware/monitorchain-interface-library and I have attached its companion user guide with instructions for setup. As Montana asked and we discussed yesterday, we fully intend as we proceed further through the roadmap to make integration simpler and self serve where possible. For now we’ve focused on making good documentation and making our dev resources highly available to prospective customers to try and reduce barriers to adoption, and further streamlining will be a big focus going forward. 

Please let me know if you have any issues with these accounts/links/files, and anything else needed. I can jump on a quick call at your convenience.

Best Regards,

Seth Hornby 


From: Alvaro Jimenez Jimenez <alvaro@gaudiumcapital.com>
Hi Seth,

Thank you very much for sending this over. It is very helpful. 

Montana and I are discussing a couple of follow-up questions. This might already address one of them We will get back to you shortly.

Thanks, 
Hi Alvaro,

Glad it is helpful and happy to send over anything else as needed. I wanted to give you a quick update regarding my bizdev/sales work the past two days, as people have finally begun answering the calls and emails after the holiday break.

[bookmark: _GoBack]After months of dealing with others at the company, I finally had a call today with the CEO of [Large Decentralized Exchange]. He is extremely interested, especially after seeing from the demo that MonitorChain allows them to block trades on decentralized exchanges at the contract level and not just the UI. We discussed potential integration format, and came to an approach I think has tons of potential. Rather than charging the highest possible price to them, providing [Large Decentralized Exchange] services at a low or free level, and instead making use of MonitorChain a requirement for tokens to list. What I really like is it reduces barrier to entry for exchanges, especially the first ones, while also raising the quality of service they receive (if the token teams are going to work with us as paying customers and help provide us the extra data needed, we can do more accurate monitoring than we can via external research as we do currently). It also shifts the payment burden from being a ‘new’ expense, to an area in crypto where people already expect to pay large amounts – exchange listing fees. We still have some follow up before any deal can be formally agreed, but I wanted to share the progress.

I am also working on a post dated agreement with a pre-launch exchange (Sagecoins.io). They are very interested, but will not be able to use our services for several months, and also do not yet have much money as they haven’t yet raised funding, so the value of the contract will be low, but hopefully will assist in the ‘social proof’ aspect of raising the client list to convince others to use us.

Best Regards,

Seth Hornby | Co-Founder
From: Alvaro Jimenez Jimenez <alvaro@gaudiumcapital.com>

Hi Seth,

Thank you for the update. That is excellent news indeed. Passing the cost of the service to the tokens is interesting. However, it begs the question of who pays for the service of all the well-known tokens that don't need to apply (e.g the top 100). 

I got the opportunity to sync with Montana today. He has been very thorough in reviewing everything. Here are the follow-up questions:

i) You explained this on the phone but we wanted to follow up for a more detailed response - Currently you deal with a 10 second block time, so you have that margin to process. However, that is expected to change soon. How will you deal w/ higher throughput (i.e. ethereum improves over 10 second block time), especially when tracking large fund thefts spread over multiple transactions; is this something that is in scope for you?

ii) Obviously the web api is easily restricted to approved customers but is the smart contract API public to everybody, or are there some restrictions to the information?
What happens if a token gets into a warning or danger state and there are no stakeholders to acknowledge whether or not it is a false alarm? 

iii) Regarding the token you sent in the email “X8XToken" the status is currently at “warning” and has been for all day. But who is responsible for flipping it back to “good”? Assuming an exchange blocks all trades at any status level above warning, this could have major impact if there is no one actionable on this to resolve the status as soon as possible. How will you guys plan on being actionable on these situations at scale, assuming that you may not have a direct line to many of the token's stakeholders? https://secure.monitorchain.com/token/0x910Dfc18D6EA3D6a7124A6F8B5458F281060fa4c

Also, there are also some other tokens that have been with status "Severe" for months, however they are now trading normally.


Thank you very much.

Regards,
Hi Alvaro,

Thanks for these follow up questions, you’ve touched on some important issues and I’m glad to have a chance to address them. Sorry for the delay on this response, and its verbose nature (I have attached this email as a word document as well in case reading in an email browser proves difficult). Nikola and I may have gotten a bit carried away with details, but I wanted to ensure we answered your questions fully. 

Regarding the [Large Decentralized Exchange] potential partnership, I agree with your concern and have been wary of kicking the can too far down the road in terms of deferring revenue and giving away too much for free. There are a few things regarding this deal that have me seeing it as a positive, however. The first is that I do not intend to make things fully free to [Large Decentralized Exchange]. In fact, what I intend to propose unless there is too much pushback, is that we charge them a monthly (albeit lower) rate initially, which is them removed one we receive 3/5/10 paying token customers via the arrangement, in this way the incentives are aligned for them to be referring tokens to us as quickly as possible. Also, while there would likely be the basic monitoring done free grandfathered in for those top existing tokens you refer to, it does have the benefit of creating relationships with those teams, which I would use to then leverage to adding payment for them in a freemium type arrangement – ie. The basic monitoring done free, but if they want to have access to alerts themselves, sender authorization, and customized internal dashboards, we would charge them for this. Another benefit to the arrangement is that with tokens, especially existing tokens, it is currently where MonitorChain has the weakest value proposition among potential target market segments, tying into the exchange listing process would raise the perceived value to these tokens significantly and open up a segment that thus far has otherwise proven very difficult to sell to. I certainly wouldn’t be extending this type of deal to most exchanges, but as something to get the first few high-profile exchanges on board I think the positives outweigh the negatives, in terms of gaining positive branding, adoption, and relationship building, which can then be leveraged for profit maximization with others. 

Furthermore, there is an added angle I have, which is one that we have not discussed in our calls since it is periphery, and that is LendCoin.com. This P2P lending platform (most similar in the market to Ethlend.io), is fully built, and pending an audit and perhaps a few minor improvements and bug fixes could be commercialized. Unfortunately, Zenchain currently lacks the ability to operate it from a regulatory or marketing perspective and attempting to do so would stretch us far too thin with MonitorChain the focus. As a result, I have been quietly looking for potential companies that we could partner with and operate LendCoin with Zenchain handling the technology, and the partner handing the marketing/operations. The natural fit would be an exchange, preferably a decentralized one, and one who is ambitious and looking to expand their offering from just being an exchange to lending as well – and in this [Large Decentralized Exchange] are a natural fit, especially given their close association with Bitfinex. 

To answer your questions:

1. Currently we are using Node.js as a programming language of choice. Node.js has its event loop which makes execution of each function asynchronously. Given that the code works in a way that is subscribes to particular contract events, whenever such events are fired (eg. Transfer or Mint event on the token smart contract), a function that handles that event is triggered, but the monitor immediately progresses its execution while the event handler function is checking asynchronously if the event violates any of our rules that trigger error reporting. Error checking of the transfer events is code that is at most matter of couple of milliseconds since it is just checking the relation of variables that are already available from the event data itself. Even if we add data layer, in a form of Redis in memory database, it is very fast for retrieving data. Even more, if we know that there are not too many parameters needed to be stored for a token, like average transaction value, daily average transaction volume, total supply etc. we can assume that even such addition won’t slow down event handling too much. 
In the reminder some naïve calculations are given, that should frame the current and expected situations. On a slow server (AWS small instance with only 4GB of RAM and a rather slow processor), I have measured transfer event processing takes on average 20ms. Given that the current block time is ~15 seconds and that block has on average ~150 Ethereum transactions, and that of those only some are token transactions that are firing events (many other transactions in a block are transactions of Ethereum itself, interactions with other smart contracts etc.). Assuming that on average 20% of transactions are actually transactions on a token smart contract (highly unlikely since in my experience it is far less) that we are monitoring. It means that currently the monitor is idle since 30*20ms would be 600ms. And given that the server has at least 4 cores it goes down further since these functions execute in parallel. So, we currently take less than a second in a 15 seconds block time in the absolutely worst scenario. Therefore, with the current implementation, we are safe even if the Ethereum speeds up at minimum 15-fold.
The current expectations for Ethereum to scale up are saying that, once when Casper is introduced, Ethereum should scale up to be comparable with VISAs 2000tx/s. Let us assume 200 blocks in 15 seconds (200x150tx/15seconds) If the number of transactions of tokens stays 20%, it will mean that is 6000 monitored transactions in 15 seconds or 400 tx per second. If we keep the current technology and a slow server, if we deploy 8 such servers running monitors in the multiplex, we will be able to cover such increase. By multiplex, we are assuming that all the monitors are listening to the same node, and the first monitor processes blocks 0, 8, 16 etc.. Monitor two will be processing blocks 1, 9, 17 etc. The last, eight nodes will be processing blocks 7, 15, 23 etc. All this without taking into account parallel execution on multicore processors.
There are mentions that the goal of the Ethereum scaling up will be to support more than 150000 transactions per second to accommodate different IoT services, lots of dApps etc. In such a scaling it is highly unlikely that token transactions will go up by that much. Nevertheless, in such case we will need to optimize code better, use faster for running the monitor, maybe move to Golang or some other performance programming language. In addition, such Ethereum upscaling will require that its supporting libraries, on which monitor is relying, as well support such scalability increase. Therefore, with the pace of Ethereum scaling up, we will be able to respond to it adequately and on time.

1. The restriction of the access to our MonitorChain is fully based on the address which is used to access it. MonitorChain smart contract integrates our custom subscriptions module. On that module either user subscribes herself or her smart contract address on her wallet address behalf, paying the subscription in Ethereum, or a wallet address with admin privileges can subscribe third party addresses for free. Only subscribed addresses can access the MonitorChain smart contract. Subscribers can be subscribed for all tokens or for a particular set of tokens., Therefore, based on the permission to read particular token status, user will be able to access its information. We do not use usernames and passwords. All authentication is done by the Ethereum on the smart contract level based on the Ethereum address. Given that we are charging for our services, which are providing token status data, we do not allow any public access to our data, since it will deny the need for subscriptions and for the payments. Once token status is updated, we emit event on the blockchain, but only to inform our users that there is a new token status. Our users need to ask our contract (all available within supporting libraries) if the token whose status was changed is in fact the token they are subscribed to. In case they are, they can pull the new status data.
In the tight (direct) integration scenario when a smart contract of our customer is relying on our data, it is done automatically since their smart contract can pull data for the token they are subscribed at any given moment (before executing token transaction on their smart contract, for example.)
We do support off chain notifications via email (but it is also easy to support other types of notifications). Any our subscriber can provide email address to be paired with its subscription address. In cases when a token status changes, and the user who provided the address is subscribed to it, we will send an email immediately about the new token status. 
In case it is a false positive, they will be able to contact us, and we will be able to clear the error status. Clearing of the error status also emits the event on the Ethereum blockchain and all interested parties can easily update the token status based on the new data. 


1. Thank you for bringing this up, as it is a topic that we have given considerable thought to and is one of the hurdles to properly resolve in the coming weeks and months of development as a major consideration. The first issue is a relatively benign bug, that will be fixed in an upcoming release for the MonitorChain dApp UI, which is that for testing and QA purposes we had left on some old alerts and false positives without clearing them, and there are also a few visual bugs where statuses cleared at contract level remain in UI. 

Beyond that it does cover a more substantial issue, the matter of when and how alerts should be cleared. In some cases, this is quite simple, for instance, we now have it place that when a paused/frozen token becomes unpaused, the alert level will automatically clear as a result. For other types of alerts the solution is less straight forward. Given the early stage of the product, most of our work in this are has been in planning and scoping, given other areas being more pressing in the short term, but it is one we intend to put heavy focus on shortly. There are several things we have in the works which should be in place to ensure such situations are handled properly by the time MonitorChain is widely used:
1. For proxy contract based integrations, we will be setting up the ability from there for exchanges to clear/override alert levels manually in cases where they believe an alert to be a false positive or are choosing not to suspend trading due to their own risk tolerance on that specific case (beyond the general set of rules we set at proxy for risk tolerance as a whole for the exchange from the start)
1. Setting up a Service Level Agreement (SLA) once enterprise clients are onboarded to ensure that within acceptable timeframes a Zenchain team member reviews and if needed clears alert levels. The SLA timeframe would be a sliding scale based on severity of the alert and is also the type of thing we could treat as an upsell to larger exchanges, making a short SLA time in return for higher service fees. We have handled SLAs previously in our former software company, so we are familiar with setting up and adhering to such policies.
1. Legally, we are handling our liability for such situations via the licensing agreement created by our lawyers (attached). 
1. As we gain a larger set of existing data, we will be making it so that certain types of alerts, especially at lower severity tiers, automatically expire if not ‘locked’ via confirmation from someone, after a certain timeframe. 
1. As MonitorChain matures, we will be having vetted, trusted partners, running nodes on our behalf, with the alert issuance and clearing done on some form of a decentralized consensus mechanism, to allow more streamlined procedures for such issues.

Given the need to prioritize development due to limited resources, we do not yet have full solutions to this implemented at this time, but it is certainly not something we are ignoring, and I firmly believe that we can have fully satisfactory mechanisms in place by the time MonitorChain is in heavy use.

Let me know any other questions you may have or if you’d like to jump on a call. I hope to provide more positive updates from the business development front, [Large Decentralized Exchange] are setting up a private chat group with us to expedite discussions, so things may finally move forward quickly there as after several months I now have the interest and attention of their key decision makers.

Best Regards,

Seth Hornby | Co-Founder

